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Experience
Google New York, N.Y., U.S.A.
Staff Research Scientist Nov. 2020 – Now

• Research, Development and Deployment of Foundation Speech Models:
– Develop a novel attention mechanism to stabilize learning large model on long-form speech;
– Lead the development of Universal Speech Models for 100+ languages; this model improves over
prior long-form speech recognition systems by over 50%, and runs at 800x faster than real time;

– Deploy Universal Speech Models for Youtube and Google Cloud Speech API;
– Lead the development of an ASR inference platform using Universal Speech Models, which is
used widely cross Google.

Facebook Seattle, W.A., U.S.A.
Staff Research Scientist Jan. 2017 – Nov. 2020

• Lead the development of core ASR technology for speech products and services across Facebook;
• Build a unified platform for research, development and deployment for the next generation speech

technology:
– Support ASR, TTS, speech translation, speaker recognition and many other areas;
– Widely adopted across Facebook: it consumes over 0.2M GPU hours daily, and supports multiple
critical product delivery;

• Build an ASR modeling team (∼ 25 people) from ground up.

Microsoft Bellevue, W.A., U.S.A.
Speech Scientist Feb. 2014 – Sept. 2016

• Develop deep Learning (DL)-based acoustic models on devices;
• Large scale distributed training of deep learning models;
• Key contributors to the Microsoft CNTK project since early 2015.

Education

Cambridge University Cambridge, U.K.
PhD in Information Engineering 2009 – 2014

The University of Hong Kong Hong Kong, China
Master in Computer Science 2006 – 2009

University of Science and Technology of China Hefei, China
Bachelor in Electrical Engineering 2002 – 2006
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